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Talk Outline

• What is AI?

• What is Deep Learning?

• What are some applications of AI?

• What are current challenges in AI?

• Ask Me Anything / Q and A

Questions are welcome at all times! Please interrupt!



What is AI?
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Definitions of Artificial Intelligence

Russell and Norvig: Artificial Intelligence: A Modern Approach. 2010
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Foundations of AI

Pillars of AI:

Philosophy
Mathematics

Economics Neuroscience
Psychology

Computer 
Engineering

Control 
Theory

Linguistics

Artificial Intelligence
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The Coining of “Artificial Intelligence”

“We propose that a 2 month, 10 man study of artificial 
intelligence be carried out during the summer of 1956 at 
Dartmouth College in Hanover, New Hampshire. The 
study is to proceed on the basis of the conjecture that 
every aspect of learning or any other feature of 
intelligence can in principle be so precisely described that 
a machine can be made to simulate it. An attempt will be 
made to and how to make machines use language, form 
abstractions and concepts, solve kinds of problems now 
reserved for humans, and improve themselves. We think 
that a significant advance can be made in one or more of 
these problems if a carefully selected group of scientists 
work on it together for a summer.”
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A Timeline of AI

1956

The “Look, 
ma, no 

hands!” era

1967

“The vodka is 
good but the 

meat is rotten”

1986 2012

AI Winter “AI is the new 
electricity.”

Dartmouth 
Workshop

All US gov. 
funding for 
machine 

translation is 
cut

Nearly all 
British 

government 
funding for AI 
research is 

cut

Backpropagation 
is invented

Neural 
Networks are 

invented

Shakey the 
robot Bayesian NNs 

are invented Support Vector 
Machines are 

invented

Multi-layered 
Perceptron is 

invented

Deep Neural 
Networks 

become state of 
the art

DARPA Grand 
Challenge ushers 

in AVs
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So what is AI?

Artificial 
Intelligence

Deduction, 
Problem 
Solving

Knowledge 
Representati

on
Planning

Perception 
and 

Computer 
Vision

Machine 
Learning

Robotics
Natural 

Language 
Processing

Social 
Intelligence
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Artificial Intelligence

Artificial Intelligence

Machine Learning

Deep 
Learning
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Machine Learning
“[ML uses] algorithms and statistical 
models to analyze and draw inferences 
from patterns in data”

• (some) Popular Methods
§ Linear-Logistic Regression 
§ Random Forests
§ Support Vector Machines
§ Bayesian Models

Artificial Intelligence

Machine Learning

Deep 
Learning
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Deep Learning
• Subset of ML which extend previous 

neural network approaches, made 
applicable with the increase in 
available compute

• Neural networks are made up of 
successive layers

• “Deep” as in more layers

Artificial Intelligence

Machine Learning

Deep 
Learning



Deep Learning
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What is a Neural Network?

• A neural network is a type of machine learning algorithm where individual 
computational units (neurons) have weighted connections to each other within 
a network
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What is a Neural Network?

• A neural network is a type of machine learning algorithm where individual 
computational units (neurons) have weighted connections to each other within 
a network

Weighted sum/ Dot productInputs

Learned weights

Non-Linearity

Bias term
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What is “Deep Learning”?

• A deep neural network is a multi-layer neural network
• Hierarchical representations of data are learned

@garrettbgoh

What is Deep Learning?

Deep Learning = Multi-layer artificial neural network

May 17, 2017 7

Input
(Features)

Output
(Prediction)

Many Hidden Layers
Learned weights

Matrix 
Multiplication

Nonlinearity
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Deep Learning – Key Concept

• Learned function approximation

Deep Neural Network
(some crazy function)

Image are just 
arrays of numbers

Learn to map 
them to other 

numbers

For example 
vertices of a box 

and a number 
representing 
object class cat

Scoring 
Function

Update model 
weights (b/c 

differentiability + 
chain rule)

Backpropagation

(200, 200, 3) = 
120,000 parameters
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What Makes Deep Learning “Deep”?

Inception V3 (2014)
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How deep is “Deep”?
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Why Deep Learning?

• Deep learning can help to break the “soft barriers”

Top-10 ImageNet Classification Error Rate

Im
ag

e 
Re
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gn
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on
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rro
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e

0.01

0.1

1

Year
2009 2010 2011 2012 2013 2014 2015 2016 2017

0.051
Human Error Rate

Deep Learning
Traditional CV

Table 1

DL
2012 2012 0.15315 0.15315 y

2012 2012 0.16422 0.16422 y

2012 2012 0.26172 0.26172 n

2012 2012 0.26602 0.26602 n

2012 2012 0.26646 0.26646 n

2012 2012 0.26952 0.26952 n

2012 2012 0.26979 0.26979 n

2012 2012 0.27058 0.27058 n

2012 2012 0.27079 0.27079 n

2012 2012 0.27302 0.27302 n

2011 2011 0.25770 0.25770 n

2011 2011 0.31010 0.31010 n

2011 2011 0.34560 0.34560 n

2011 2011 0.35960 0.35960 n

2011 2011 0.36650 0.36650 n

2011 2011 0.39780 0.39780 n

2011 2011 0.39820 0.39820 n

2011 2011 0.41780 0.41780 n

2011 2011 0.44860 0.44860 n

2011 2011 0.50450 0.50450 n

2010 2010 0.28191 0.28191 n

2010 2010 0.28192 0.28192 n

2010 2010 0.28299 0.28299 n

2010 2010 0.28782 0.28782 n

2010 2010 0.33649 0.33649 n

2010 2010 0.33649 0.33649 n

2010 2010 0.34579 0.34579 n

2010 2010 0.44558 0.44558 n

2010 2010 0.44558 0.44558 n

2010 2010 0.46624 0.46624 n

2013 2013 0.11197 0.11197 y

2013 2013 0.11537 0.11537 y

2013 2013 0.11743 0.11743 y

2013 2013 0.1215 0.1215 y

2013 2013 0.12953 0.12953 y

2013 2013 0.13303 0.13303 y

2013 2013 0.13511 0.13511 y

2013 2013 0.13748 0.13748 y

2013 2013 0.13894 0.13894 y

2013 2013 0.13934 0.13934 y

2013 2013 0.27306 0.27306 n

2014 2014 0.06656 0.06656 y

2014 2014 0.07325 0.07325 y

2014 2014 0.07337 0.07337 y

2014 2014 0.07405 0.07405 y

2014 2014 0.07407 0.07407 y

2014 2014 0.0806 0.0806 y

2014 2014 0.08062 0.08062 y

2014 2014 0.08111 0.08111 y

2014 2014 0.082 0.082 y

2014 2014 0.08226 0.08226 y

2015 2015 0.03567 0.03567 y

2015 2015 0.03567 0.03567 y

2015 2015 0.03581 0.03581 y

2015 2015 0.0369 0.0369 y

2015 2015 0.04581 0.04581 y

2015 2015 0.04649 0.04649 y

2015 2015 0.04866 0.04866 y

2015 2015 0.04873 0.04873 y

2015 2015 0.04913 0.04913 y

2015 2015 0.05034 0.05034 y

2016 0.02991 0.02991

2016 0.03031 0.03031

2016 0.03042 0.03042

2016 0.03046 0.03046
2016 0.03049 0.03049
2016 0.03092 0.03092

2016 0.03096 0.03096
2016 0.03103 0.03103
2016 0.03124 0.03124

2016 0.03144 0.03144
2017 0.02251 0.02251

2017 0.02258 0.02258

2017 0.0227 0.0227

2017 0.02481 0.02481
2017 0.0274 0.0274
2017 0.02744 0.02744
2017 0.02962 0.02962
2017 0.03158 0.03158
2017 0.03205 0.03205
2017 0.03226 0.03226

0

0.045

0.09

0.135

0.18

2009 2011 2013 2015 2017

0

0.15

0.3

0.45

0.6
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<- What was possible in 2014 
isn’t the same as what’s 
possible today
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Why Now?

• More data

• More available computing (GPUs)

• Better techniques
§ Optimizers 
§ Schedulers

• Open-source tools and software 
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Software Frameworks

• Deep learning frameworks provide the tools needed to implement deep neural 
networks

• We don’t have to reinvent the wheel! 
• The community is coalescing around a couple major software libraries

§ Enables sharing of models/methods
§ Driving faster research innovation

https://www.tensorflow.org/ https://pytorch.org  

https://www.tensorflow.org/
https://pytorch.org/
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Can be as easy as…



Applications of 
AI
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What can we do with Deep Learning?

• Machine translation
• Speech understanding
• Image recognition
• Question answering systems
• Autonomous systems
• Natural language processing (NLP)
• Game playing
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Deep Learning on Images
Output

yes no no

no no no

Classification

Input Task

Object Detection

Cat

Semantic Segmentation

Cat
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Deep Learning on Text

Tasks:
• Classification
• Generation
• Conversation
• Transformation/Translation

/Code Generation
• Summarization
• Completion
• Factual Responses

GPT3 to automatically generate website HTML
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Reinforcement Learning

Goal:
Learning actions through trial 
and error and some notion of 
reward.

Tasks:
-   Game playing
- Robotic Motion
- Puzzle solving
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Robotics

Goal:
Developing intelligent agents 
(actors).

Tasks:
- Optimal control
- Robot perception
- Active learning
- Decision planning
- Motion planning
- Manipulation planning
- Navigation
- Localization
- Human Machine 

Interaction and Teaming



Challenges in 
AI
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Challenges

• Generalized AI
• Adversarial attacks
• Compute and Data Hungry
• Constrained Learning
• Ethical AI
• (many more)
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Generalized AI

- Models are trained for a certain task
- Robots are designed to operate in a certain environment
- How can a single agent do it all?
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Adversarial Machine Learning

Athalye, Engstrom, Ilyas, et. Al. - Synthesizing Robust Adversarial Examples. 2017
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Big Compute and Big Data

“Converting this energy consumption in approximate carbon emissions and 
electricity costs, the authors estimated that the carbon footprint of training a 
single big language model is equal to around 300,000 kg of carbon dioxide 
emissions. This is of the order of 125 round-trip flights between New York and 
Beijing, a quantification that laypersons can visualize.”

Dhar, P. The carbon impact of artificial intelligence. Nat Mach Intell 2, 423–425 (2020). 
https://doi.org/10.1038/s42256-020-0219-9

https://arxiv.org/abs/1906.02243v1
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Constrained/Physical AI

Microsoft Tay learned to be racist via 
interaction with users on twitter
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Ethical AI
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Ethical AI

‘COMPAS Software Results’, Julia Angwin et al. (2016)



Ask me 
anything!


